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The three-dimensional instability of an axisymmetric natural convection flow is investigated numerically using a global spectral Galerkin method. The linear stability problem separates for different azimuthal modes. This allows us to reduce the problem to a sequence of 2D-like problems. The formulation of the numerical approach and several test calculations are reported. The numerical results are successfully compared with an experiment on natural convection of water in a vertical cylinder, which shows an axisymmetry-breaking instability with a high azimuthal wavenumber.
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INTRODUCTION

Natural convection flows in axisymmetric regions are common in many technological processes and are widely used as experimental and numerical models. When the characteristic temperature difference increases the laminar axisymmetric flow loses its stability and becomes three-dimensional. Such axisymmetry-breaking bifurcations always take place as a stage in the course of laminar-turbulent transition. This study is devoted to the numerical analysis of a particular case when a steady axisymmetric flow becomes unstable with respect to three-dimensional perturbations.

The most common way to study the axisymmetry-breaking instability numerically is by the solution of the full three-dimensional unsteady problem where the axisymmetric solution is taken as an initial state (Neumann, 1990; Wanschura et al., 1996; Verzicco and Camussi, 1997). A stability
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analysis was applied analytically (Jones and Moore, 1979) or numerically (Hardin et al., 1990; Goldstein et al., 1993) only in a particular case with heating from below, when the initial axisymmetric state is a motionless fluid. However, the \(2\pi\)-periodicity of axisymmetric flow allows one to reduce the 3D stability problem to a sequence of 2D-like problems. This follows from the possibility to expand the 2\(\pi\)-periodic 3D solution in a trigonometric Fourier series in the azimuthal direction. In view of the orthogonality of the Fourier modes, the linear stability problem for each mode separates from other modes. The stability problem for each azimuthal mode does not depend on the azimuthal angle, and therefore it is analogous to the axisymmetric stability problem. Such problems can be studied numerically by the approach which was used by Gelfgat et al. (1996) (in the following referred as G) for an axisymmetric case. This approach to the analysis of axisymmetry-breaking bifurcations of convective flows using the global spectral Galerkin method is discussed in the present paper. The formulation of the method and several test calculations are reported. It is illustrated how the three-dimensional stability analysis may be used for the explanation of our recent experimental results (Kowalewski and Cybulski (1997), in the following referred to as KC).

**FORMULATION OF THE PROBLEM**

Consider a natural convection flow of a Boussinesq fluid in a vertical cylindrical enclosure \(0 \leq r \leq 1, 0 \leq z \leq A\). The dimensionless momentum, continuity and energy equations are

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial r} + \frac{v}{r} \frac{\partial u}{\partial \varphi} + w \frac{\partial u}{\partial z} = \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{\partial^2 u}{\partial r^2} + \frac{1}{r} \frac{\partial u}{\partial r} + \frac{1}{r^2} \frac{\partial^2 u}{\partial \varphi^2} \right) + \frac{\partial^2 u}{\partial z^2} - \frac{u}{r^2} - \frac{2}{r^2} \frac{\partial v}{\partial \varphi} \left( \frac{\partial^2 u}{\partial z^2} + \frac{v}{r^2} - 2 \frac{\partial v}{\partial \varphi} \right),
\]

\(\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial r} + \frac{v}{r} \frac{\partial v}{\partial \varphi} + w \frac{\partial v}{\partial z} = -\frac{1}{r} \frac{\partial p}{\partial \varphi} + \frac{1}{Re} \left( \frac{\partial^2 v}{\partial r^2} + \frac{1}{r} \frac{\partial v}{\partial r} + \frac{1}{r^2} \frac{\partial^2 v}{\partial \varphi^2} \right) + \frac{\partial^2 v}{\partial z^2} - \frac{v}{r^2} - \frac{2}{r^2} \frac{\partial v}{\partial \varphi} \right)
\]

\(\frac{\partial w}{\partial t} + u \frac{\partial w}{\partial r} + \frac{v}{r} \frac{\partial w}{\partial \varphi} + w \frac{\partial w}{\partial z} = -\frac{1}{r} \frac{\partial p}{\partial \varphi} + \frac{1}{Re} \left( \frac{\partial^2 w}{\partial r^2} + \frac{1}{r} \frac{\partial w}{\partial r} + \frac{1}{r^2} \frac{\partial^2 w}{\partial \varphi^2} + \frac{\partial^2 w}{\partial z^2} \right) + Gr \theta,
\]

\[
\frac{\partial \theta}{\partial t} + u \frac{\partial \theta}{\partial r} + \frac{v}{r} \frac{\partial \theta}{\partial \varphi} + w \frac{\partial \theta}{\partial z} = \frac{1}{Pr} \left( \frac{\partial^2 \theta}{\partial r^2} + \frac{1}{r} \frac{\partial \theta}{\partial r} + \frac{1}{r^2} \frac{\partial^2 \theta}{\partial \varphi^2} + \frac{\partial^2 \theta}{\partial z^2} \right).
\]

Here \((r, \varphi, z)\) are the cylindrical coordinates, \(v = (u, v, w)^T\) is the velocity vector, \(p\) is the pressure, \(\theta\) is the temperature, \(Gr = g \beta \Delta \theta R^3 / \nu^2\) and \(Pr = \nu / \chi\) are the Grashof and the Prandtl numbers, \(A = H / R\) is the aspect ratio, \(g\) is the gravity acceleration, \(\beta\) is the thermal expansion coefficient, \(\Delta \theta\) is the characteristic temperature difference, \(\nu\) is the kinematic viscosity, \(\chi\) is the thermal diffusivity, and \(H\) and \(R\) are the height and the radius of the cavity (the overbar indicates dimensional variables). We assume that the walls of the cylinder are stationary, with the usual boundary conditions, and that there is an arbitrary (but axisymmetric) thermal boundary condition. At this stage we leave this condition slightly general. In the following (see the section Numerical Comparison with Experiment) we shall focus on specific boundary conditions.

Let the basic axially-symmetric steady natural convection flow which corresponds to the boundary conditions be the solution of the system (steady
axisymmetric part of (1)–(5))

\[
U \frac{\partial U}{\partial t} + W \frac{\partial U}{\partial z} = - \frac{\partial P}{\partial r} + \frac{1}{Re} \left( \frac{\partial^2 U}{\partial r^2} + \frac{\partial U}{r \partial r} + \frac{\partial^2 U}{\partial z^2} - \frac{U}{r^2} \right),
\]

(6)

\[
U \frac{\partial W}{\partial r} + W \frac{\partial W}{\partial z} = - \frac{\partial P}{\partial z} + \frac{1}{Re} \left( \frac{\partial^2 W}{\partial r^2} + \frac{\partial W}{r \partial r} + \frac{\partial^2 W}{\partial z^2} \right) + Gr\Theta,
\]

(7)

\[
\frac{\partial U}{\partial r} + \frac{U}{r} + \frac{\partial W}{\partial z} = 0,
\]

(8)

\[
U \frac{\partial \Theta}{\partial r} + W \frac{\partial \Theta}{\partial z} = \frac{1}{Pr} \left( \frac{\partial^2 \Theta}{\partial r^2} + \frac{\partial \Theta}{r \partial r} + \frac{\partial^2 \Theta}{\partial z^2} \right).
\]

(9)

The main purpose of this study is to find out when the steady axisymmetric solution \( \{U(r, z), W(r, z), P(r, z), \Theta(r, z)\} \) becomes unstable with respect to three-dimensional perturbations.

Consider infinitely small perturbations \( \{u, v, w, p, \theta\} \) of the velocity, the pressure and the temperature which depend on the three coordinates \( r, \varphi, z \) and time \( t \). The linearized problem for the perturbations can be defined as

\[
\frac{\partial u}{\partial t} + U \frac{\partial u}{\partial r} + W \frac{\partial u}{\partial z} + u \frac{\partial U}{\partial r} + w \frac{\partial U}{\partial z}
\]

\[
= - \frac{\partial p}{\partial r} + \frac{1}{Re} \left( \frac{\partial^2 u}{\partial r^2} + \frac{\partial u}{r \partial r} + \frac{\partial^2 u}{r^2 \partial \varphi^2} + \frac{\partial^2 u}{\partial z^2} - \frac{u}{r^2} \frac{\partial \varphi}{\partial r} \right),
\]

(10)

\[
\frac{\partial v}{\partial t} + U \frac{\partial v}{\partial r} + W \frac{\partial v}{\partial z} + w \frac{\partial W}{\partial z} - \frac{U v}{r}
\]

\[
= - \frac{\partial p}{\partial \varphi} + \frac{1}{Re} \left( \frac{\partial^2 v}{\partial r^2} + \frac{\partial v}{r \partial r} + \frac{\partial^2 v}{r^2 \partial \varphi^2} + \frac{\partial^2 v}{\partial z^2} - \frac{v}{r^2} \frac{\partial \varphi}{\partial \varphi} \right),
\]

(11)

where \( f \) represents one of the functions \( u, v, w \) or \( \theta \).

To complete the formulation it is necessary to add conditions of \( 2\pi \)-periodicity of all the functions:

\[
f(\varphi + 2\pi) = f(\varphi).
\]

(16)

According to linear stability theory, the time dependence of the perturbation functions \( \{u, v, w, p, \theta\} \) may be assumed as \( \sim \exp(\lambda t) \), where \( \lambda \) determines the time rate of change of a perturbation. The periodicity conditions (16) allow us to represent the solution of (10)–(15) as Fourier series in the azimuthal direction. Thus, the perturbation functions can be represented as

\[
\{u, v, w, p, \theta\} = \exp(\lambda t)
\]

\[
\times \sum_{k=-\infty}^{k=\infty} \{u_k(r, z), v_k(r, z), w_k(r, z), p_k(r, z), \theta_k(r, z)\}
\]

\[
\times \exp(ik\varphi).
\]

(17)

Equations for the Fourier coefficients \( \{u_k, v_k, w_k, p_k, \theta_k\} \) are obtained after substitution of (17) into
176 A.Yu. GELFGAT et al.

(10)–(16), and neglecting the higher-order terms:

\[
\begin{align*}
\lambda u_k + U \frac{\partial u_k}{\partial r} + W \frac{\partial u_k}{\partial z} + u_k \frac{\partial U}{\partial r} + w_k \frac{\partial U}{\partial z} &= -\frac{\partial p_k}{\partial r} + \frac{1}{Re} \left( \frac{\partial^2 u_k}{\partial r^2} + \frac{1}{r} \frac{\partial u_k}{\partial r} + \frac{k^2 + 1}{r^2} u_k + \frac{\partial^2 u_k}{\partial z^2} - \frac{2ik}{r^2} v_k \right), \\
\lambda v_k + U \frac{\partial v_k}{\partial r} + W \frac{\partial v_k}{\partial z} + v_k \frac{\partial U}{\partial r} + w_k \frac{\partial U}{\partial z} &= -ikp_k + \frac{1}{Re} \left( \frac{\partial^2 v_k}{\partial r^2} + \frac{1}{r} \frac{\partial v_k}{\partial r} + \frac{k^2 - 1}{r^2} v_k + \frac{\partial^2 v_k}{\partial z^2} + \frac{2ik}{r^2} u_k \right),
\end{align*}
\]

(18)

\[
\begin{align*}
\lambda w_k + U \frac{\partial w_k}{\partial r} + W \frac{\partial w_k}{\partial z} + w_k \frac{\partial W}{\partial r} + u_k \frac{\partial W}{\partial z} &= -\frac{\partial p_k}{\partial z} + \frac{1}{Re} \left( \frac{\partial^2 w_k}{\partial r^2} + \frac{1}{r} \frac{\partial w_k}{\partial r} - \frac{k^2}{r^2} w_k + \frac{\partial^2 w_k}{\partial z^2} \right), \\
\lambda \theta_k + U \frac{\partial \theta_k}{\partial r} + W \frac{\partial \theta_k}{\partial z} + \theta_k \frac{\partial U}{\partial r} + w_k \frac{\partial U}{\partial z} &= -\frac{\partial \theta_k}{\partial z} + \frac{1}{Pr} \left( \frac{\partial^2 \theta_k}{\partial r^2} + \frac{1}{r} \frac{\partial \theta_k}{\partial r} - \frac{k^2}{r^2} \theta_k + \frac{\partial^2 \theta_k}{\partial z^2} \right).
\end{align*}
\]

(19)

\[
\begin{align*}
\lambda t_k + U \frac{\partial t_k}{\partial r} + W \frac{\partial t_k}{\partial z} + t_k \frac{\partial U}{\partial r} + w_k \frac{\partial U}{\partial z} &= -\frac{\partial t_k}{\partial z} + \frac{1}{Pr} \left( \frac{\partial^2 t_k}{\partial r^2} + \frac{1}{r} \frac{\partial t_k}{\partial r} - \frac{k^2}{r^2} t_k + \frac{\partial^2 t_k}{\partial z^2} \right).
\end{align*}
\]

(20)

\[(21)

The functions \( \{u_k, v_k, w_k, p_k, \theta_k\} \) are Fourier coefficients which define the eigenvector of (10)–(15) for each eigenvalue \( \Lambda(k) \). The integer number \( k \) in (17) plays a role of the azimuthal wavenumber. The value \( k = 0 \) corresponds to the axisymmetric perturbation.

It is seen that the linear stability problem can be solved separately for each value of the azimuthal wavenumber \( k \). This allows us to replace the full three-dimensional stability problem by a series of axisymmetric problems for different azimuthal wavenumbers \( k \).

The main problem of numerical solution of the system (18)–(22) is caused by the terms proportional to \( 1/r^2 \), which lead to a non-integrable discontinuity at the axis of the cylinder \( r = 0 \). Note that this discontinuity is an artifact introduced by the use of polar coordinates in the \((r, \varphi)\) plane. However, this artificial discontinuity can be easily avoided. Note, that the azimuthal angle \( \varphi \) is not defined at \( r = 0 \). This means that a non-zero value of each function can be assigned at \( r = 0 \) to one of the Fourier modes, while all the other modes can be put equal to zero at the axis. Hence, it follows for Eqs. (20) and (22), that non-zero values of the axial velocity and the temperature should be assigned to the axisymmetric mode \( k = 0 \). To do the same for Eqs. (18) and (19), one can express the terms \( (2ik u_k/r^2) \) and \( (2ik v_k/r^2) \) from the continuity equation (21) as

\[
2ik \frac{r^2 u_k}{r^2} = -2ik \left( \frac{\partial u_k}{\partial r} + ik \frac{v_k}{r} + \frac{\partial w_k}{\partial z} \right),
\]

\[(23)

\[
2ik \frac{r^2 v_k}{r^2} = -2 \left( \frac{\partial u_k}{\partial r} + \frac{u_k}{r} + \frac{\partial w_k}{\partial z} \right)
\]

and substitute (23) into (18) and (19), which gives

\[
\begin{align*}
\lambda u_k + U \frac{\partial u_k}{\partial r} + W \frac{\partial u_k}{\partial z} + u_k \frac{\partial U}{\partial r} + w_k \frac{\partial U}{\partial z} &= -\frac{\partial p_k}{\partial r} + \frac{1}{Re} \left( \frac{\partial^2 u_k}{\partial r^2} + \frac{3}{r} \frac{\partial u_k}{\partial r} - \frac{k^2 - 1}{r^2} u_k + \frac{\partial^2 u_k}{\partial z^2} + \frac{2}{r} \frac{\partial w_k}{\partial z} \right), \\
\lambda v_k + U \frac{\partial v_k}{\partial r} + W \frac{\partial v_k}{\partial z} + v_k \frac{\partial U}{\partial r} + w_k \frac{\partial U}{\partial z} &= -ikp_k + \frac{1}{Re} \left( \frac{\partial^2 v_k}{\partial r^2} + \frac{1}{r} \frac{\partial v_k}{\partial r} + \frac{k^2 - 1}{r^2} v_k + \frac{\partial^2 v_k}{\partial z^2} + \frac{2ik}{r^2} u_k \right).
\end{align*}
\]

(24)

(25)

It is easy to see now, that terms proportional to \( 1/r^2 \) disappear at \( k = 1 \). This gives us a possibility to assign non-zero values of \( u \) and \( v \) at \( r = 0 \) to the Fourier components corresponding to \( k = \pm 1 \). Finally, we obtain the following restrictions for
values of the Fourier modes at \( r = 0 \):

\[
\begin{align*}
    u_0 &= 0, v_0 = 0, \theta_0 \neq 0, w_0 \neq 0, \\
    u_{\pm 1} &\neq 0, v_{\pm 1} \neq 0, w_{\pm 1} = \theta_{\pm 1} = 0, \\
    u_k &= v_k = w_k = \theta_k = 0, \quad \text{for } |k| > 1.
\end{align*}
\] (26a) (26b)

**NUMERICAL METHOD**

The axisymmetric problem (6)-(9) together with the three-dimensional linear stability problem (18)-(22) are solved using the spectral Galerkin method, as described in detail in G. Here we shall outline some of the main steps.

The system of basis functions of the Galerkin method is divided into axisymmetric and asymmetric subsystems. This allows us to extract the axisymmetric problem for the basis flow as a separate part and then consider only a three-dimensional stability problem. Furthermore, it follows from the continuity equation (21), that among the three systems of basis functions for \( U_k, V_k, \) and \( W_k \) only two will be linearly independent. Taking this into account, the resulting Galerkin expansion of the velocity can be written as follows:

\[
\begin{align*}
    \mathbf{U}_y &= \left[ \begin{array}{c}
    (r/2) \sum_{i=0}^{4} a_i T_{i+1}(r) \sum_{j=0}^{4} b_j U_{j+1}(z/A) \\
    - \sum_{i=0}^{4} c_i \bar{U}_{i+1}(r) \sum_{j=0}^{4} (b_j/2(j+1)) T_{j+1}(z/A) \\
    \end{array} \right] \\
    \mathbf{V}_y &= \left[ \begin{array}{c}
    -ikr^\alpha \sum_{i=0}^{4} c_i T_{i+1}(r) \sum_{j=0}^{4} d_j T_{j+1}(z/A) \\
    \sum_{i=0}^{4} c_i \bar{U}_{i+1}(r) \sum_{j=0}^{4} d_j T_{j+1}(z/A) \\
    \end{array} \right] \\
    \mathbf{W}_y &= \left[ \begin{array}{c}
    0 \\
    r^2 \sum_{i=0}^{4} e_i T_{i+1}(r) \sum_{j=0}^{4} f_i U_{j+1}(z/A) \\
    -ikr^\alpha \sum_{i=0}^{4} e_i T_{i+1}(r) \sum_{j=0}^{4} (f_i/2(j+1)) T_{j+1}(z/A) \\
    \end{array} \right]
\end{align*}
\] (28) (29) (30)

Here \( \alpha = 0 \) for \( |k| = 1 \) and \( \alpha = 1 \) for \( |k| > 1 \), \( T_i \) and \( U_j \) are the Chebyshev polynomials of the 1st and the 2nd kind, and

\[
\begin{align*}
    \bar{U}_n(r) &= T_{n+1}(r) + (n+1)r U_n(r), \\
    \hat{U}_n(r) &= (\alpha + 1)r^\alpha T_n(r) + 2n\alpha r^{\alpha+1} U_{n-1}(r).
\end{align*}
\] (31)

The coefficients \( a_i, b_j, c_i, f_i \) are used to satisfy all the boundary conditions. Because of the relation between the Chebyshev polynomials

\[
\frac{d}{dx} T_{n+1}(x) = 2(n+1)U_n(x),
\] (32)

the basis functions (28)-(30) are analytically divergence-free. If there is no flow through the boundaries of the flow region, the projection of the pressure gradient on a solenoidal basis function yields

\[
\int_V \nabla p \cdot \mathbf{U}_y \, dV = \int_V \nabla p \cdot \mathbf{V}_y \, dV = \int_V \nabla p \cdot \mathbf{W}_y \, dV = 0.
\] (33)
Therefore, there is no need to determine the pressure if a solenoidal basis, satisfying no-throughflow boundary conditions, is used for the global Galerkin method. All terms containing Fourier modes of the pressure $p_k$ vanish after projection of the Eqs. (18)–(22) on the solenoidal bases (28)–(30).

For the temperature (or other transported scalar property) the Galerkin expansion can be written as follows:

$$\theta = G(r,z) + \sum_{k=-\infty}^{k=\infty} \left\{ q(k,r) \sum_{i=0}^{N_r} \sum_{j=0}^{N_z} D_{ij}^k \sum_{l=0}^{Q} \sigma_l T_{i+l}(r) \right\} \exp(ikr),$$

(34)

$$q(k,r) = ikr, \text{ if } k \neq 0; \ q(0,r) = 1.$$  

The coefficients $\sigma_l$, and $\delta_{jm}$ are used to satisfy the homogeneous boundary conditions (15). The function $G(r,z)$ is used to satisfy non-homogeneous boundary conditions for the temperature also expressed as a series of the Chebyshev polynomials

$$G(r,z) = \sum_{i=0}^{N_r} \sum_{j=0}^{N_z} g_{ij} T_i(r) T_j \left( \frac{z}{A} \right).$$

(34*)

This approach was used in G to analyze the axisymmetric instabilities of a basic rotating flow. Here we use a similar technique for the non-axisymmetric instability of a basic non-rotating flow. Further details of the numerical solution follow the same steps as in G. The results are given in the following.

### Test Calculations

The first test case considered was the Rayleigh–Benard instability of motionless fluid in a cylinder heated from below. Comparison with other results for a stationary cylinder (Hardin et al., 1990) and for a cylinder rotating around its axis (Jones and Moore, 1979; Goldstein et al., 1993) showed that the calculated critical Rayleigh number is correct up to the fifth digit with the use of $10 \times 10$ basis functions in the $r$- and $z$-directions. Details may be found in Gelfgat and Tanasawa (1993). However, these tests are not sufficient, because the convective terms of the momentum equation vanish in the case of motionless initial state.

The next test case considered was the onset of the secondary, oscillatory instability of the axisymmetric Rayleigh–Benard convective flow. A cylinder with isothermal top and bottom and perfectly insulated lateral wall was considered. For aspect ratio equal to 1, the axisymmetry-breaking bifurcation sets in as a transition to steady 3D flow with the azimuthal number $k = 2$. An illustration of the convergence of the critical Rayleigh number ($Ra = GrPr$) and a comparison with recent results of Wanschura et al. (1996) are shown in Table I.

A hysteresis of $Ra_{cr}$ at $k = 2$ was found by Wanschura et al. (1996) for $Pr = 1$. With the increase of $Ra$ the axisymmetric flow becomes unstable with respect to asymmetric perturbations at a certain value $Ra_{cr}^{(1)}$ and then, with further increase of the Rayleigh number, it becomes stable at a larger value $Ra_{cr}^{(2)} > Ra_{cr}^{(1)}$. This result was used as another test, and was extended further: the third value $Ra_{cr}^{(3)} > Ra_{cr}^{(2)}$ at which the steady axisymmetric flow becomes finally unstable was also calculated. The convergence of all three critical Rayleigh numbers is shown in Table II.

| TABLE I Critical Rayleigh number for the azimuthal mode $k = 2$ |
|---|---|---|
| $N_r \times N_z$ | $Pr = 0.02$ | $Pr = 1$ |
| 6 $\times$ 6 | 2493.74 | 3003 |
| 10 $\times$ 10 | 2493.72 | 3004 |
| 20 $\times$ 20 | 2493.72 | 3004 |
| Wanschura et al. (1996) | 2463 | 3016 |
| Neumann (1990) | 2525 | — |

| TABLE II First, second, and third critical Rayleigh numbers for $Pr = 1$, $A = 1$, $k = 2$ |
|---|---|---|---|
| $N_r \times N_z$ | $Ra_{cr}^{(1)}$ | $Ra_{cr}^{(2)}$ | $Ra_{cr}^{(3)}$ |
| 10 $\times$ 10 | 3004 | 7841 | 25924 |
| 20 $\times$ 20 | 3004 | 7842 | 25945 |
| 30 $\times$ 30 | 3004 | 7842 | 25945 |
| Wanschura et al. (1996) | 3016 | 7900 | — |
Further tests of convergence of \( Ra_{cr} \) and \( \omega_{cr} \) were made for \( A = 1 \), \( Pr = 0.02 \) and \( 1.0 \), and mode wavenumbers \( k = 0, 1, 2, 3, 4, \) and \( 5 \), with numbers of basis functions running from \( 6 \times 6 \), \( 8 \times 8 \), \ldots, to \( 28 \times 28 \), \( 30 \times 30 \). For all parameter values except \( Pr = 0.02 \), \( k = 0 \), the values of \( Ra_{cr} \) and \( \omega_{cr} \) converged to four or five significant digits from \( 14 \times 14 \) functions on. For \( Pr = 0.02 \), \( k = 0 \) convergence was slightly slower and was reached from \( 28 \times 28 \) functions on. The final converged results are shown in Tables III(a)–(c). Apart from the issue of convergence testing, it can be seen that the value of \( Ra_{cr} \) for \( k = 2 \) is lower than that for other \( k \), for both \( Pr = 1 \) and \( Pr = 0.02 \), i.e., the \( k = 2 \) mode is the most unstable. Furthermore, it is interesting to observe (Table III(c)) that at low \( Pr \) the value of \( Ra_{cr} \) is quite strongly dependent on \( Pr \).

**EXPERIMENT**

The onset of convection and the stability of an initially isothermal fluid in regular cavities instantaneously cooled from above have been extensively investigated for water, both with and without phase change (see KC). A sketch of the experimental setup is shown in Fig. 1. A cylinder (37.1 mm inner diameter by 41 mm inner height) filled with water was immersed in a thermostatic water bath held at a hot temperature and was closed on its top by a metal plate held at a cold temperature. The walls of the cylinder (side and bottom) were made of 2.1 mm thick glass. Experiments were carried out at bath temperatures in the range \( \theta_{hot} = 10 \sim 25^\circ C \) and top plate temperature cold, ranging from slightly below the bath temperature, viz., \( \theta_{cold} = 20^\circ C \), down to below the freezing point, viz., \( \theta_{cold} = -10^\circ C \). In all situations the thermal stratification resulted in a free convective flow, and for below-freezing lid temperature an ice front formed and grew downward from the top. A steady state flow configuration consists of a single cold downward jet along the cavity axis and a reverse upward flow along the side wall.

Observations were made mainly by careful and detailed measurements of the temperatures and tracks of liquid crystal tracers, at various vertical and horizontal cross-sections. The color change of the tracers convected by the flow allowed us to detect variations of the thermal field as small as 0.1 °C, providing a direct indication of the stability and structure of the investigated flow field. Details of the experimental procedure and extensive results are

\[
\begin{align*}
\text{TABLE III Critical Rayleigh numbers for various azimuthal modes } k, \text{ and various Prandtl numbers using } 30 \times 30 \text{ basis functions} & \\
\hline
k & Ra_{cr} & \omega_{cr} \\
\hline
\text{(a) } Pr = 1 & & \\
0 & 28469 & 0 \\
1 & 4202* & 0 \\
2 & 3004 & 0 \\
3 & 23851 & 11.043 \\
4 & 17610 & 0 \\
5 & 17392 & 0 \\
\text{(b) } Pr = 0.02 & & \\
0 & 17442 & 247.1 \\
1 & 2662.82 & 0 \\
2 & 2493.72 & 0 \\
3 & 3313.9 & 0 \\
4 & 4908.06 & 0 \\
5 & 7408.92 & 0 \\
\text{(c) } k = 2 & & \\
0.19 & 2625 & 0 \\
0.2 & 2493.72 & 0 \\
0.21 & 2242 & 0 \\
\end{align*}
\]

*Compare with Neumann (1990) \( Ra_{cr} = 4100 \) and Wanschura et al. (1996) \( Ra_{cr} = 4224 \).

![FIGURE 1 Sketch of the experimental setup. Glass cylinder with a cooled lid immersed in a hot bath.](image-url)
given elsewhere (see KC, also Kowalewski et al., 1998). Insofar as the present study is concerned, the interesting observation was that at a certain set of parameters the temperature field measured in the fluid in a horizontal cross-section slightly below the top \((z = 0.9A)\) split into a pattern of 16–18 wedge-like sectors extending radially from the axis to the circumference (Fig. 2). Thus, despite the cylindrical geometry the flow underneath the lid became divided into a regular pattern of radial structures. Clearly, the basic axisymmetric flow split into a non-axisymmetric (but quite regular) flow with this high wavenumber. These structures appeared for pure water convection for temperature differences \(\Delta \theta = \theta_{\text{hot}} - \theta_{\text{cold}}\) exceeding 5°C. The corresponding Grashof number is \(Gr = 2.46 \times 10^4\). At larger temperature difference \((\Delta \theta > 10^3)\) the flow structure became unstable and the vertical “cold jet” started to bounce. The previously regular “star-like” horizontal structure of 16–18 spikes became disturbed, their number and length varied in time.

It is worth noting, that the observed flow pattern remains when the phase change takes place (freezing of water for \(\theta_{\text{cold}} = -10^\circ\text{C}\)). The characteristic star-like grooves were well visible in the ice surface growing under the lid.

**NUMERICAL COMPARISON WITH EXPERIMENT**

In view of the experimental observation, the further thrust of the present analytical study was to analyze numerically the splitting of axisymmetry of this flow.

A secondary, but non-trivial, problem arose in connection with the definition of the thermal boundary conditions: In a naive, first-sight description, the system appears to be defined as isothermal cold top and isothermal hot sidewall and bottom. However, as pointed out by KC, the conduction through the glass wall is finite (i.e., the inner wall surface is neither isothermal nor perfectly insulated) and there are significant temperature gradients near the upper corner, where the top plate meets the cylinder wall. To account for this effect, two different approaches were taken for the definition of the thermal boundary conditions:

(a) the boundary conditions at the inner walls were assumed to be:

\[
\frac{\partial \theta}{\partial z} = -Bi(\theta - 1) \text{ at } z = 0; \quad \theta = 0, \text{ at } z = A; \quad (35)
\]

\[
\frac{\partial \theta}{\partial r} = Bi \left[ \theta - \left(1 - \left(\frac{z}{A}\right)^n\right) \right] \text{ at } r = 1, \quad (36)
\]

and no-slip conditions for the velocity on all boundaries. Here \(\theta = (\bar{\theta} - \bar{\theta}_{\text{cold}})/(\theta_{\text{hot}} - \bar{\theta}_{\text{cold}})\), \(Bi\) is a semi-artificial Biot number, and the power function \((z/A)^n\) with the artificial exponent \(n\) is added to smoothen the temperature boundary conditions at the top edge of the cylinder;

(b) the compound problem of axisymmetric convection in the cylinder with finite conduction through the walls was computed by a finite-volume method (the isothermal conditions were assumed

---

\(^1\) The shape of the wedges was not perfectly uniform. A simple count gave 17. The correct number could be either 17 or the nearest even numbers 16 or 18.
on the outside of the walls). Then the resulting temperature distribution on the inner walls was taken as boundary condition for the non-axisymmetric stability analysis.

The details of the two approaches and the results are described below.

"Artificial" $Bi$ and $n$

As stated above, the thermal boundary condition at the inner walls was approximated by assuming (35) and (36). With these boundary conditions, the function $G(r, z)$ in (34) was chosen as

$$G(r, z) = \left[ 1 - \left( \frac{z}{A} \right)^n \right] + \left[ 1 + \frac{Bi}{2 + Bi r^2} \right] \left( \frac{z}{A} \right)^n \left( 1 - \frac{z}{A} \right). \quad (37)$$

The Biot number $Bi$ and the exponent $n$ depend on heat transfer between the metal plate, the thermostatic bath, and the entire enclosure. Unfortunately, there is not enough experimental data to determine accurate values of these parameters. Therefore, $Bi$ and $n$ were varied with the goal to find whether there exists a most dominant 3D perturbation which is divided into 18 similar parts in the azimuthal direction.

A coarse estimate of the Biot number may be obtained from the balance of the heat flux at the inner and outer boundary of the cylindrical wall. Assuming that the heat transfer coefficient from the wall to the outer water bath is about $10^3$ W/m$^2$K and that the heat conductivities of glass and water are 1.02 and 0.566 W/mK, respectively, the estimate is $Bi \approx 10$. In the following calculations the Biot number was varied from 0.5 to 20.

Preliminary calculations were done with the exponent $n = 20$ in (37). (All computational results presented from here on are for $A = H/R = 2.2$ and $Pr = 8.0$, which correspond to the parameters of the experiments.) The dependence of the critical Grashof number on the azimuthal number $k$ for different values of $Bi$ is shown in Fig. 3. At $Bi = 20$
the minimum $Gr_c(k)$ corresponds to the dominant azimuthal mode with $k = 5$. With the decrease of $Bi$ the number of the dominant azimuthal mode grows. At $Bi = 2$ there is an abrupt decrease to the dominant azimuthal mode $k = 7$ from the mode $k = 6$ (Fig. 3). With further decrease of the Biot number this abrupt decrease becomes larger and occurs at larger $k$. At $Bi = 0.5$ the most unstable azimuthal mode is $k = 9$.

The axisymmetric convective flow for $Bi = 0.5$ and $n = 20$ is shown in Fig. 4 for the critical Grashof number corresponding to $k = 9$. Figure 5 shows the corresponding dominant three-dimensional perturbation of the temperature whose azimuthal period is $2\pi/9$. Figures 6 and 7 illustrate the same but for $Bi = 20$ and $k = 5$. Note, that the most unstable perturbation (Figs. 5 and 7) consists of a pair of antisymmetric patterns which are separated by a plane $\varphi = \text{const}$. The perturbation of the three-dimensional velocity is similar.

A comparison of the dominant perturbation (Figs. 5 and 7) with the distribution of the temperature in the mean axisymmetric flow (Figs. 4 and 6) allows us to make some conclusions about the nature of the instability. It is seen that an unstably stratified fluid layer is always located near the upper cold plate. The depth of the layer depends on the Biot number and on the smoothing of the temperature at the upper edge (the exponent $n$). The maximal absolute values of the perturbation of the temperature are also located near the upper plate. The patterns of the perturbation of the vector potential of velocity ($\Psi^{(r)}$ and $\Psi^{(z)}$, not shown in the paper) also look similar. This
allows us to conjecture that the observed instability is caused by a Rayleigh–Benard mechanism in the unstably stratified fluid layer.

Maximal values of the perturbation appear on surfaces which have almost rectangular cross section at the cylindrical wall (Figs. 5 and 7). The size of these "rectangles" grows with the growth of the depths of the stratified layers. This means that for thinner layers the size of the characteristic patterns of the most unstable perturbation will be smaller and the corresponding critical azimuthal number will be larger (the length of each "rectangle" in the circumferential direction is \( \pi/k \)).

The depth of the unstably stratified fluid layer strongly depends on the heat transfer conditions in the vicinity of the upper edge of the cylinder. Quantitative comparison with the experiment is hardly possible without better approximation of these conditions in the calculations (see below, Finite Wall Conduction Analysis). However, in the framework of the present numerical model it is possible to control the depth of the stratified layer by varying the exponent \( n \) in (37), which corresponds to different smoothings of the discontinuity of the temperature at the upper edge of the cylinder.

It was found that for the values of the Biot number \( Bi = 10 \) or 20 the instability sets in with the azimuthal number \( k = 9 \) if one assigns \( n = 34 \) in (37). This is illustrated in Figs. 8–10 for \( Bi = 20 \). It is seen (Fig. 8) that the critical azimuthal number grows with the growth of the exponent \( n \), which corresponds to the thinning of the stratified layer. It is interesting to compare flow patterns with the same \( k \) but different \( Bi \) and \( n \). Thus, compare the results for \( Bi = 0.5, n = 20, Gr = 40900 \) (Figs. 4 and 5) and for \( Bi = 20, n = 34, Gr = 6770 \) (Figs. 9 and 10), both of which correspond to a dominant instability with \( k = 9 \). The depths of the stratified layers in Figs. 4 and 9 are almost equal, which leads to the onset of instability with the same azimuthal number and with similar perturbations (compare Figs. 5

---

**Figure 6** Streamlines and isotherms of the axisymmetric flow \( Bi = 20, n = 20, Gr = Gr_{cr} = 4600 \).

**Figure 7** Isosurfaces of the 3D perturbation of the temperature. \( Bi = 20, n = 20, k = 5, Gr = Gr_{cr} = 4600 \).
and 10). Note, that for larger $n$ the critical azimuthal number is larger ($k=11$ for $n=40$, Fig. 8). Obviously, there should be some limit of the critical $k$ when $n$ tends to infinity.

The results presented so far show that (a) the analysis of non-axisymmetric instability by the present Galerkin and mode-separation approach yields meaningful results and (b) for the natural convection problem considered here, the axisymmetry-breaking instability appears to be closely related to the thickness of the thermally stratified layer under the lid, nearly regardless of the specific values of parameters which led to the formation of that particular thickness.

To further investigate if the $k=16-18$ circumferential splitting which was observed in the experiment could be obtained analytically, the computations were run for a variety of values of $Bi$ and $n$. Representative results for $Gr_{cr}(k)$ for $Bi=10$, $n=50, 60, 70$ are shown in Fig. 11.
The isolines of the main flow and of the perturbation are of the same nature as Figs. 4-7, 9-10 above, but more clustered near the top cover, as could be expected for the higher value of \( n \). The behavior for the three values of \( n \) is analogous, with some shift in the characteristic values. The common result is that a \( local \) minimum \( Gr_{cr} \) appears at \( k = 13 \) \((n = 50)\), \( k = 14 \) \((n = 60)\), \( k = 16 \) \((n = 70)\), but a \( global \) minimum \( Gr_{cr} \) appears near \( k = \sim 4 \). The question then arises why was the splitting observed at \( k = 16-18 \), rather than at \( k = \sim 4 \). The resolution of this question we hope to find in further more detailed experiments. Possibly, due to some transient effect, the instability leads to the \( k = 16-18 \) mode without first exhibiting the \( k = \sim 4 \) mode (perturbations growth rates at \( Gr = 4 \times 10^4 \) for \( k = 4 \) and 16 are of the same order of magnitude \( \sim 10^1 \)). Alternatively, the \( k = 16-18 \) mode could be the result of \( non-linear \) interaction of lower \( k \) modes, since the value of \( Gr = 2.46 \times 10^4 \) in the experiment was significantly above the critical values of \( Gr_{cr} \). In that case the observed \( k = 16-18 \) could be the non-linear interaction of \( k = 7, 8, 9, 10, \) etc.

### Finite Wall Conduction Analysis

The preceding approximate description of the thermal boundary condition ("artificial" \( Bi \) and \( n \)) indicated that the stability results are, indeed, sensitive to the details. Therefore in the second approach the temperature at the inner wall was computed numerically taking into account finite conduction in the wall. (The detailed temperature distribution at the inner wall was not available experimentally. It is hoped that in future experiments this will be estimated, although the fine resolution will be difficult.) The numerical study was done in the following way: First, the coupled axisymmetric problem of convective flow inside the container and heat conduction through its walls was solved using the finite-volume method. Then the calculated profiles of the temperature at the inner surface of the side wall and the bottom were applied as the boundary conditions for the Galerkin method, such that boundary conditions for the temperature became

\[
\theta = \theta_{\text{bottom}}(r) \quad \text{at } z = 0; \\
\theta = 0, \text{ at } z = A; \quad \theta = \theta_{\text{wall}}(z) \quad \text{at } r = 1,
\]

and no-slip conditions for the velocity were imposed on all boundaries. Streamlines and isotherms of the flow calculated at \( Gr = 10^4 \) are illustrated in Fig. 12. Note that the temperature field extends into the walls, which are indicated by

**FIGURE 10** Isosurfaces of the 3D perturbation of the temperature. \( Bi = 20, n = 34, k = 9, Gr = Gr_{cr} = 6770 \).
FIGURE 11 Critical Grashof number $Gr_{cr}$ corresponding to different azimuthal numbers $k$ for $Bi = 10$.

FIGURE 12 Streamlines (right) and isotherms (left) of the calculated convective flow. $Pr = 8$, $Gr = 10^5$.

The straight lines. The corresponding profiles of $\theta_{wall}$ and $\theta_{bottom}$ are shown in Fig. 13. Similar computations (not shown) were carried out for other values of $Gr$. The Biot number at the inner wall was computed from the numerical solution and was found to be approximately $Bi \approx 17$ at the bottom and $Bi \approx 18$ at the side wall.

With the base flow temperature distribution established, the stability study was carried out for three different boundary conditions for the perturbation of the temperature $\theta$ imposed on the side wall of the cylindrical container. One assumption was the vanishing of the perturbation of the temperature:

$$\theta = 0 \quad \text{at} \quad r = 1. \quad (40)$$

The two other assumptions were:

$$\frac{\partial \theta}{\partial r} = Bi \theta \quad \text{at} \quad r = 1, \quad (41)$$

where $Bi = 0$ corresponds to the vanishing of the perturbation of the heat flux on the wall and $Bi = 18$ corresponds to the calculated value of $Bi$.

The calculated values of the critical Grashof number $Gr_{cr}$ for different azimuthal wavenumbers $k$ are shown in Fig. 14. The general trend is the same
FIGURE 13 Temperature profiles calculated on the bottom (a) and the sidewall (b) of the cylindrical container. $Pr=8$, $Gr=10^4$.

FIGURE 14 Critical Grashof number $Gr_{cr}$ corresponding to various azimuthal wavenumbers $k$, for different boundary conditions for the perturbation of the temperature.
as for the other model, shown in Figs. 3 and 5. The assumed boundary conditions have some effect on the details of the results, but without altering the trend. It is seen that, for all three assumptions regarding the boundary condition at the wall, the minimal values of the critical Grashof numbers correspond to $k = 7, 8$ and $9$ and are located close to $Gr = 10^4$. An example of isolines of the perturbation of the temperature at the horizontal cross-section $z = 0.9A$ (corresponding to the location of the photograph in Fig. 2) is shown in Fig. 15.

The pattern of the perturbation in this cross-section contains 8 pairs of maxima and minima (total 16 regions) and looks similar to the experimental pattern of isotherms (Fig. 2). However, the agreement with the experiment is not complete, because the dark areas in Fig. 2 correspond to the minima of the temperature. Therefore one should expect the existence of 16, 18 pairs of maxima and minima in the perturbation of the temperature.

The disagreement of the experimental and numerical results can be explained if one compares the Grashof number corresponding to Fig. 2 ($Gr = 2.46 \times 10^4$) with the calculated critical Grashof number ($Gr_{cr} \approx 10^4$). The experimental study was carried out at more than 100% supercriticality, where non-linear interaction of the dominant modes of the perturbation cannot be neglected. Thus, the 17 minima of the temperature, seen in Fig. 2, can be a result of non-linear interaction of modes with $k = 8$ and 9, or $k = 7$ and 10, whose critical Grashof numbers have close values. On the other hand, modes with $k = 16, 18$ also become unstable at $Gr \approx 2.5 \times 10^4$, and can become dominant at certain conditions.

**CONCLUSIONS**

It was shown that the global spectral approach may be successfully applied to numerical studies of axisymmetry-breaking instabilities. Using this approach, one can consider a linearized 2-D stability problem for each circumferential mode separately, instead of CPU-time-consuming, time-dependent calculations. The proposed spectral approach was validated by comparison with the results of direct numerical simulation. (This approach is also used to analyze the stability of rotating flows, which will be reported elsewhere.)

The use of the global spectral approach allowed us to obtain a qualitative explanation of the recently reported experimental results (KC) for natural convection in a cylindrical container, in which an instability with a relatively high azimuthal number ($k = 16 \div 18$) was observed. The spectral Galerkin analysis presented here reproduces such instabilities and provides details of the flow and temperature.

---

Our experiments also included an investigation in which a slightly insulated ring of 4 mm height (adhesive tape) was wrapped on the outside of the cylinder just below the cold cover, thus smoothing the temperature discontinuity. We have reproduced this situation in the computations (not shown). The general trend of the instability is still the same, with some differences in detail. Further comparison of experiment and computation for this situation will be meaningful only when detailed measurements of the temperature in the transition region become available.
field. In the absence of detailed experimental data on the temperature distribution in the critical region near the upper corner, various approximations were assumed, all leading to a splitting of axisymmetry with high to very high circumferential wavenumber. The non-simple thermal boundary conditions of the experiments were approximated in several ways, including a hybrid numerical approach, in which the base flow was computed taking into account wall conduction, and the results were used to define thermal boundary conditions for the 3-D stability problem.

The numerical results support the conjecture of KC that the instability is of Rayleigh–Benard type, generated by the thermal stratification near the upper corner of the cylinder. The analysis predicts a high azimuthal number close to that observed in experiment. A more precise quantitative comparison with the experimental results would require better resolution of the experimental heat transfer conditions. This may suggest the line of future experimental work.
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NOMENCLATURE

\[ A \] aspect ratio (height/radius) of the cylinder

\[ Bi \] Biot number

\[ Gr \] Grashof number

\[ H \] height of the cylindrical cavity

\[ Pr \] Prandtl number

\[ R \] radius of the cylindrical cavity

\[ Ra \] Rayleigh number

\[ T_i(x) \] Chebyshev polynomial of the first kind

\[ U_i(x) \] Chebyshev polynomial of the second kind

\[ g \] gravity acceleration

\[ k \] azimuthal number

\[ p \] pressure

\[ r, \varphi, z \] cylindrical coordinates

\[ t \] time

\[ v = (u, v, w) \] velocity vector in cylindrical coordinate system

\[ \psi \] vector potential of velocity

\[ \beta \] thermal expansion coefficient

\[ \nu \] kinematic viscosity

\[ \chi \] thermal diffusivity

\[ \theta \] temperature
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